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Abstract 

In materials science, accurately computing properties like viscosity, melting point, and glass transition temperatures 
solely through physics-based models is challenging. Data-driven machine learning (ML) also poses challenges in con-
structing ML models, especially in the material science domain where data is limited. To address this, we integrate 
physics-informed descriptors from molecular dynamics (MD) simulations to enhance the accuracy and interpretability 
of ML models. Our current study focuses on accurately predicting viscosity in liquid systems using MD descriptors. 
In this work, we curated a comprehensive dataset of over 4000 small organic molecules’ viscosities from scientific 
literature, publications, and online databases. This dataset enabled us to develop quantitative structure–property 
relationships (QSPR) consisting of descriptor-based and graph neural network models to predict temperature-
dependent viscosities for a wide range of viscosities. The QSPR models reveal that including MD descriptors improves 
the prediction of experimental viscosities, particularly at the small data set scale of fewer than a thousand data 
points. Furthermore, feature importance tools reveal that intermolecular interactions captured by MD descriptors 
are most important for viscosity predictions. Finally, the QSPR models can accurately capture the inverse relationship 
between viscosity and temperature for six battery-relevant solvents, some of which were not included in the original 
data set. Our research highlights the effectiveness of incorporating MD descriptors into QSPR models, which leads 
to improved accuracy for properties that are difficult to predict when using physics-based models alone or when lim-
ited data is available.
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Graphical Abstract

Introduction
Dynamic viscosity, referred to in this work as the vis-
cosity, is an important material property that measures 
“stickiness”, or a fluid’s resistance to flow when an external 
force is applied. Viscosity stems from the friction in the 
bulk caused by adjacent layers of fluid moving at differ-
ent relative velocities; hence, on the molecular level, vis-
cosity is dictated by intermolecular interactions between 
particles that lead to internal friction upon fluid flow [1, 
2]. Given that viscosity is a fundamental property of flu-
ids, it is often measured in a wide range of applications, 
such as electronics, pharmaceuticals, and cosmetics [1, 
3]. Viscosity is also an important parameter for battery 
and energy storage research because it dictates the per-
formance of the electrolyte solution within lithium-ion 
batteries [4, 5]. Thus, accurately and rapidly measuring 
viscosity is of pivotal importance for the design of new 
materials.

Experimentally, the viscosity of a fluid can be meas-
ured using devices such as rheometers or viscometers 
[2]. However, measuring a large number of experimental 
viscosities is challenging, costly, and limited based on the 
availability of compounds. Alternative to experiments, 
much effort has been invested in obtaining viscosity 
using physics-based modeling, such as molecular dynam-
ics (MD) simulations [4, 6, 7]. Despite advancements in 
simulation procedures, estimating viscosities from MD is 
especially challenging for highly viscous systems greater 
than ∼ 5 cP and is computationally expensive, making 
MD simulations challenging to use for the high-through-
put screening of viscosities. Thus, developing computa-
tionally efficient and accurate models that can predict 
the viscosity of molecules is necessary to reduce trial-
and-error experimentation or expensive physics-based 
calculations.

In contrast to experimental or physics-based meth-
ods, data-driven machine learning (ML) approaches 

can substantially reduce cost and time by learning the 
underlying connection between molecular structure 
to bulk properties, such as viscosity, from a large data-
set. Fortunately, a substantial amount of experimental 
viscosity data can be found online or through literature 
[2, 8], which enables the training of ML models. A vari-
ety of ML methods have been used previously to predict 
viscosity, namely group-contribution-based methods 
and artificial neural networks (NN) [1–3, 9]. In par-
ticular, quantitative structure–property relationships 
(QSPR)—which correlates molecular-level features to a 
desired property—have shown great promise in devel-
oping accurate viscosity models. For instance, Goussard 
and others recently developed a ML model that predicts 
viscosity of pure liquids using a dataset of 300 molecules 
at a temperature of 25 ◦ C [2]. While this model is useful 
for predicting viscosities at room temperature, develop-
ing a ML model that can predict the viscosity of mol-
ecules across a span of temperatures would broaden its 
utility. For example, temperature effects on the viscosity 
of gasoline has a significant impact over fuel efficiency, 
emphasizing the importance of a viscosity prediction 
model as a function of temperature [10]. Based on past 
empirical relationships, such as the Vogel equation [11], 
the viscosity is expected to be inversely proportional to 
temperature; hence, increase in temperature results in 
possibly orders of magnitude decrease in viscosity (see 
examples in Fig. 1A). An ideal ML model should capture 
the inverse relationship between viscosity and tempera-
ture, which would be useful in various applications, such 
as consumer packaged goods [2], battery technology [5], 
or the automobile industry [10].

The recent emergence of deep learning methods have 
revolutionized how QSPR models are developed. QSPR 
development was predominantly a traditional chemin-
formatic task that correlated expert-defined descriptors 
or fingerprints to a property of interest [12]. The current 
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state-of-the-art deep learning approach is graph neural 
networks (GNN), specifically graph convolutional net-
works, which uses convolution operators that learn fea-
tures directly from a graph representation of a molecule 
(i.e. representing atoms as nodes and bonds as edges) 
[13]. GNNs are a promising approach to autonomously 
create structure–property relationships without hav-
ing to pre-define descriptors based on expert domain 
knowledge [14]. However, it is still unclear whether 
GNNs outperform the descriptor-based models, where 
the prediction accuracy of both approaches is depend-
ent on the type and size of the data [12]. Furthermore, 
it is unclear how the inclusion of external features (such 
as temperature) might impact the prediction accuracy of 
either descriptor-based descriptors or GNN approaches. 
Finally, developing accurate QSPR models requires a 
large, curated viscosity dataset that could broadly gener-
alize viscosity values across a wide range of temperatures. 
Some recent work has explored the use of data-driven 
methods to predict viscosities, such as group contribu-
tion methods for n-alkanes and iso-alkanes [9] or GNNs 
for single and binary liquid mixtures [15]. However, the 
comparison between descriptor-based and graph-based 
approaches, as well as the inclusion of physics-informed 
descriptors, has not been well-explored.

In this work, we have extracted and cleaned a large 
dataset of over 4000 experimental viscosities of small 
molecules at various temperatures from multiple litera-
ture sources. We use this viscosity dataset to build and 
benchmark machine learning models that can predict 
viscosity as a function of temperature. We constructed 
both descriptor-based and GNN-based QSPR models to 
evaluate whether learned features from graphs could out-
perform hand-crafted features in predicting viscosities. 
Additionally, we incorporate information obtained from 
physics-based simulations into the ML models to further 

improve the model accuracy. Finally, we employ feature 
importance analysis tools to evaluate the influence of 
molecular-based and physics-informed descriptors on 
QSPR performance. We demonstrate that the developed 
models are highly accurate and can be used for quick 
estimation of viscosity of new molecules, which enables 
these models to be used for the high-throughput screen-
ing of viscosities.

Methods
Viscosity dataset
We extracted viscosities, temperatures, and structures 
from the relevant literature and online databases [2, 16–
28]. Details of the literature sources are included in Addi-
tional file 1: Table S1. All structures were represented as 
simplified molecular-input line entry-system (SMILES) 
strings. We curated an initial dataset of 5356 viscosity 
entries, covering a wide range of temperatures and vis-
cosities. Then, we filtered the dataset using the follow-
ing steps: (1) filtered for single, organic structures with 
atomic elements of {H, C, N, O, F, Si, P, S, Cl, Br, and I}; 
(2) since high experimental errors were observed for high 
and low extremums of the viscosity and temperature val-
ues, the dataset was filtered using the box-and-whisker 
plot method, where viscosities and temperatures that 
fall outside of 1.5 times their corresponding interquar-
tile range are removed as outliers; (3) since the viscosity 
values are expected to be inversely proportional to tem-
perature for bulk liquids, data points that have a posi-
tive deviation of viscosity with respect to temperature 
greater than 0.02 cP were removed as outliers (positive 
deviations often arise from different literature sources). 
After applying the data filtration process, we used a total 
of 4440 viscosity entries for ML model development. 
This dataset consists of 1005 unique structures, with 

Fig. 1 Distribution of the curated viscosity dataset. A Log-scale viscosity ( µ ) in centipoise as a function of temperature of three example 
battery-relevant structures. Chemical structures are drawn within the plot, and linear dashed lines are included as visual guides. Histogram of B 
log-scale µ and C temperature in Kelvins of the final viscosity dataset consisting of 4440 examples
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viscosities ranging from 0.10 cP to 26.52 cP, and tempera-
tures ranging from 227 to 404 K. Since only 136 of the 
1005 unique structures have stereoisomers, we did not 
account for the impact of isomerism in this work. We 
apply log transform of viscosity to ameliorate the skewed 
distribution of viscosity values; thus, all viscosities will be 
presented in the log-scale as log µ , where µ has units of 
centipoise.

Figure  1A shows the log-scale viscosity as a function 
of temperature for three representative small molecules 
(methyl acetate, ethyl acetate, and methyl butyrate), 
which are electrolytes relevant to the designing of Li-ion 
batteries [5]. Figure 1A highlights the inverse proportion-
ality expected between viscosity and temperature, where 
higher temperature values yield lower viscosities. Fig-
ure 1B and C shows the histogram of log-scale viscosity 
and temperatures for the 4,440 entries respectively. Both 
Fig. 1B and C shows a right-skewed normal distribution 
for both log-scale viscosity and temperatures, which 
means that data is more spread apart at larger viscos-
ity and temperature values. We used the 4,440 viscosity 
entries to train and evaluate all QSPR models.

Descriptor‑based QSPR models
The general workflow for developing descriptor-based 
models is summarized in Fig.  2A. All molecules were 
featurized with 209 RDKit descriptors, 1000 Morgan 
fingerprints, and 132 Matminer descriptors. Featuri-
zation for RDKit and Morgan fingerprints were imple-
mented using the rdkit package (Version 2021.09.4) 
[29], whereas Matminer descriptors were imple-
mented using the matminer package (Version 0.6.3) 
[30]. Based on the Vogel equation of viscosity [11], 
we expect that log µ is proportional to the inverse 
of temperature; hence, we input the inverse of tem-
perature for all ML models. External features, such as 
experimental inverse temperature or physics-based 
descriptors, were included as an additional descrip-
tor into the models; hence, a total of 1341 + Next fea-
tures were passed into ML model development, where 
Next is the number of external features. All features 
were preprocessed with the following procedure: (1) 
correlated features with Pearson’s r greater than or 
equal to 0.90 were removed; (2) constant features with 
variance of zero were removed; and, (3) features were 
standardized by subtracting the mean and dividing by 

Fig. 2 Descriptor-based QSPR approaches for predicting viscosity. A Workflow of the descriptor-based approaches using methyl acetate 
as an example. Methyl acetate is featurized with RDKit, Morgan fingerprint, and Matminer descriptors. A total of 1341 + Next (external features) 
features were passed into machine learning model development. The inverse temperature is included in model development to incorporate 
temperature effects. B Five-fold cross validation and test set RMSE for QSPR models. The average RMSE is reported across five out-of-sample 
train-test splits and the RMSE uncertainty is estimated by computing the standard deviation across the splits. C Parity plot between predicted 
and actual log-viscosity showing the validation set predictions across 5-CV on the training set for a single train/test split when using the LGBM 
model, which had the highest model score based on Eq. 1. Each color indicates the different validation sets for each of the five folds. The number 
of examples used (N), R2 , and RMSE for 5-CV are reported within the plot. D Parity plot between predicted and actual log viscosity for a single 
80:20 train:test split for the LGBM model. The total number of examples used (N) and statistics (i.e. R2 and RMSE) for train and test sets are reported 
within the plot. For all parity plots, a dashed diagonal y = x line is drawn as a guide to indicate which predictions are in agreement with the actual 
values
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the standard deviation. On average, 876 of the descrip-
tors remained after feature preprocessing, which were 
passed as inputs into ML algorithms. Eight differ-
ent ML algorithms were tested: multilayer perceptron 
(MLP), support vector regression (SVR), random forest 
(RF), gradient boosting regression (GBR), light gradi-
ent-boosting machine (LGBM) [31], extreme gradient 
boosting (XGB) [32], least absolute shrinkage and selec-
tion operator (LASSO), and partial least squares (PLS). 
All models were implemented with the scikit-learn 
package (Version 1.0.2) [33], except LGBM (lightgbm 
package, Version 3.2.1) and XGB (xgboost package, 
Version 1.5.1). We selected these ML algorithms based 
on the current state-of-the-art in the literature to iden-
tify the best ML algorithm to predict liquid viscosity 
[12]. For LASSO models, sparsity or reduction of fea-
ture space was applied by modifying the “alpha” param-
eter in the sklearn module, which dictates the extent of 
L1 regularization on the coefficients of a linear regres-
sion. For SVR models, we used the default radial basis 
function kernel type in the sklearn module. Hyperpa-
rameters for descriptor-based models are described in 

the Additional file 1: Table S2. For all descriptor-based 
QSPR models, we used a bagging regressor approach 
to allow for estimation of prediction errors, where 20 
estimators for each ML algorithm were independently 
trained by randomly sampling the training set with 
replacement. Prediction values are reported by com-
puting the average prediction of the 20 estimators, and 
prediction uncertainties are computed using the 90% 
confidence interval of the prediction values.

GNN QSPR models
GNN models were built using DeepAutoQSAR, 
Schrödinger’s automated molecular property predic-
tion engine [34, 35]. For GNNs, molecules are treated 
as molecular graphs with atoms as nodes and bonds as 
edges, which is illustrated in Fig.  3A. A total of 75 fea-
tures + Next (external features) were used to featur-
ize each heavy atom. Atomic featurizations include 
one-hot encodings of atomic number, implicit valence, 
formal charge, atomic degree, number of radial elec-
trons, hybridization, and aromaticity [35]. External fea-
tures were standardized by subtracting the mean and 

Fig. 3 Graph neural network QSPR approaches for predicting viscosity. A Workflow of the graph neural network (GNN) based approaches 
using methyl acetate as an example. Methyl acetate is represented as a molecular graph (G) with atoms as nodes (V) and bonds as edges (E). 
B Five-fold cross validation and test set RMSE for QSPR models. The average RMSE is reported across five random train-test splits and the RMSE 
uncertainty is estimated by computing the standard deviation across the splits. LGBM is included in this plot as a comparison between the best 
descriptor-based QSPR model against GNN QSPR models. Only the top five performing GNNs are shown for brevity, which were selected 
based on Eq. 1. C Parity plot between predicted and actual log-viscosity showing the validation set predictions across 5-CV on the training set 
for a single train/test split when using the EdgePool model, which had the highest model score based on 5-CV and test set R2 . Each color indicates 
the different validation sets for each of the five folds. The number of examples used (N), R2 , and RMSE for 5-CV are reported within the plot. D 
Parity plot between predicted and actual log viscosity for a single 80:20 train:test split for the EdgePool model. The total number of examples used 
(N) and statistics (i.e. R2 and RMSE) for train and test sets are reported within the plot. For all parity plots, a dashed diagonal y = x line is drawn 
as a guide to indicate which predictions are in agreement with the actual values
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dividing by the standard deviation before being passed 
into GNNs. For each atom, GNNs aggregate informa-
tion from its neighboring atoms and update a new atomic 
vector based on message passing across the molecular 
graph. The final learned atomic features outputted by the 
readout phase are then inputted into a fully connected 
layer to predict log viscosities. Ten graph-based model 
approaches were evaluated: Graph Convolution Neural 
Network (GCN) [36], Pytorch version of GCN (Torch-
GraphConv) [37], TopK [38], GraphSAGE [39], Graph 
Isomorphism Network (GIN) [40], Self-Attention Graph 
Pooling (SAGPool) [41], EdgePool [42], GlobalAtten-
tion [40], Set2Set [43], and SortPool [44]. Different GNN 
models differ slightly by how they aggregate information 
based on successes from previous literature [40, 42]. All 
graph-based models were trained with PyTorch (Version 
1.9.0) [45] for 500 epochs, a learning rate of 0.01, and a 
dropout ratio of 0.25. Hyperparameters for GNNs are 
described in the Additional file 1: Table S3.

Classical molecular dynamics simulations
We performed MD simulations for all the structures at 
each experimental temperatures in the viscosity data-
set to evaluate whether the inclusion of MD descrip-
tors would improve ML models. For all simulations, we 
used the Schrödinger’s Materials Science Suite (MSS) 
[46], which leverages the Desmond MD engine to rap-
idly speed up MD computations through GPU accelera-
tion [7, 47, 48]. All molecules were parameterized with 
the OPLS4 force field [49]. For each system, we first 
constructed an amorphous simulation cell with approxi-
mately 8000 atoms. The initial density of the system in 
the amorphous cell structure was 0.5 g/cm3.

The equilibration procedure consisted of Brownian 
minimization of 150 ps, 0.5 ns NVT ensemble (Number 
of atoms, Volume, and Temperature are conserved) with 
2 fs time step at temperature of 500 K and pressure of 1 
atm, 1 ns NPT ensemble (Number of atoms, Pressure, 
and Temperature are conserved) with 2 fs time step at 
temperature of 400 K and pressure of 1000 bar, 2 ns NPT 
ensemble with 2 fs time step at temperature of 300 K and 
pressure of 1 atm, 5 ns NPT ensemble with 2 fs time step 
at the temperature ( Texp ) where experimental viscosity is 
reported K and pressure of 1 atm, 10 ns NPT ensemble 
with 2 fs time step at Texp and pressure of 1 atm. After 
this equilibration protocol, we take the average cell size 
of the last 20% of the previous step and subsequently 
perform 1 ns NVT ensemble with 2 fs time step at Texp . 
The final production run consists of 20 ns NVT ensemble 
with 2 fs time step at Texp with saving a frame at every 
100 ps interval.

We extracted eight MD descriptors from the final pro-
duction MD simulation: packing density (MD_density), 

percentage free volume (MD_FV), radius of gyration of 
the molecule (MD_Rg), Hansen solubility parameters 
(MD_SP, MD_SP_E, and MD_SP_V), heat of vaporiza-
tion (MD_HV), and root-mean-square displacement 
(MD_RMSD) (see Additional file  1: Section S2.1 for 
details). MD descriptors were computed by taking the 
ensemble-average over the last 10 ns simulation of the 
production run, and these descriptors show convergence 
for both low and high viscosity examples (see Additional 
file 1: Figs. S3 and S4). Averaging MD descriptors using 
multiple replicas of MD simulations may yield better 
monotonic trends as a function of temperature, but their 
values do not significantly differ as compared to descrip-
tors from a single MD simulation (see Additional file 1: 
Fig. S9). Therefore, we use MD descriptors from a sin-
gle simulation. These MD descriptors were inputted as 
external features into the ML models to evaluate whether 
they could improve the prediction accuracy of viscosi-
ties. While MD simulations can yield highly informative 
descriptors, they also incur additional simulation costs. 
The estimated computational cost is around one hour 
per structure and temperature, assuming the use of a 
computer with a GPU similar to the NVIDIA Tesla T4. 
However, this cost could be mitigated by employing more 
efficient GPUs.

QSPR model training and evaluation
The workflow used to evaluate QSPR models is shown 
in Additional file 1: Fig. S5. To alleviate the effect of ran-
domness in data splitting, five independent runs with 
different random seeds were performed with an 80:20 
train:test split. Previous literature has used multiple 
train/test splits to better assess the accuracy of machine 
learning models [12]. While the average model perfor-
mance of multiple train/test splits is similar to the model 
performance when using a single train/test split for pre-
dicting viscosity (see Fig. S6 in the Additional file 1), we 
only report the average model performance of the multi-
ple train/test splits to avoid possible bias in data splitting. 
Since the viscosity dataset contains multiple entries with 
the same molecule at different temperature and viscosity 
values, we implement an out-of-sampling approach for 
data splitting, where unique compounds are iteratively 
introduced to the training set until it reaches 80% of the 
dataset and the remaining 20% of the data is placed in 
the testing set. Previous studies have observed that out-
of-sampling splitting is a better approach to measure 
model accuracy as compared to random splitting from 
an application standpoint because model performance 
from random splitting may lead to over-optimistic model 
performance for datasets with repeated molecules where 
the same molecule could appear in both train and test 
sets [50]. Therefore, all train/test splits in this work uses 
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the out-of-sampling approach such that the test set has 
unique compounds from the training set.

For each train/test split, a five-fold cross validation pro-
cedure (5-CV) was implemented on the training set for 
hyperparameter tuning and evaluating model generaliz-
ability across the training set. In 5-CV, the training set 
is partitioned into five separate sets, whereby for each 
of the five folds, one set is left-out as the validation set 
using the out-of-sample data splitting approach and the 
remaining sets are used to train the model; this proce-
dure is repeated five times until all of the data instances 
are within the left-out set exactly once. In this work, we 
report the 5-CV coefficient of determination ( R2 ) and 
root-mean-square error (RMSE) of the left-out sets only, 
which measures the model performance on new com-
pounds. After selecting the best hyperparameters from 
5-CV, the model is re-trained with the entire training set 
and used to predict the test set. The models are evalu-
ated based on their ability to accurately generalize across 
the training set using the 5-CV approach and predict 
the testing set, which is summarized by a model score 
( ScoreM ) in Eq. 1.

R2
test and R2

5−CV  is the coefficient of determination for 
the test and 5-CV of the train set, respectively. ScoreM 
rewards models that exhibit high generalizability for both 
the training and testing sets. ScoreM penalizes mod-
els where the accuracy is low for both sets or when the 
accuracies between the two sets are very distinct, which 
may be indicative of overfitting or poor generalization. 
ScoreM is similar to previous model scoring functions 
in the literature that automatically select good models for 
structure–property relationships [51]. We primarily use 
ScoreM to rank-order QSPR models based on accuracy 
on 5-CV and test set prediction accuracy. All QSPR mod-
els were implemented using Python (Version 3.8.15).

Model interpretation
Feature importance was evaluated using the SHapley 
Additive exPLanations (SHAP) approach (shap pack-
age, Version 0.41.0), which is a game theory approach to 
quantify the contributions of single players in a collabo-
rative game [52, 53]. Shapley values measure the impact 
of a descriptor to an output property by including or 
excluding the descriptor across a set of instances. SHAP 
is a local model-agnostic method for explaining individ-
ual predictions. SHAP can also be used as a global inter-
pretation method by aggregations of Shapley values [54]. 
For all SHAP calculations, we use the test set instances to 
measure descriptor importance. The average magnitude 
of Shapley values is reported (i.e. Mean SHAP  ), and 

(1)ScoreM = R2

test ×

(

1−

∣

∣

∣
R2

5−CV − R2

test

∣

∣

∣

)

the sign of the importance is determined by computing 
the Pearson’s r correlation coefficient between the Shap-
ley and descriptor values. Positive Pearson’s r between 
Shapley and descriptor values indicate that the feature 
positively contributes to the output property, whereas 
negative Pearson’s r indicates the converse. Additional 
details about the SHAP method could be found in previ-
ous literature [12, 55, 56].

Results and discussion
Performance of descriptor‑based QSPR models
We first sought to develop QSPR models using the 
descriptor-based approach, where hand-crafted two-
dimensional (2D) descriptors and fingerprints are used 
as inputs into the machine learning model. Figure  2A 
shows the general workflow for inputting hand-crafted 
descriptors and external descriptors, such as inverse tem-
perature, into QSPR models to predict log viscosities (see 
Methods for more details). Figure 2B shows the 5-CV and 
test set RMSE for the eight ML algorithms when using 
five random, out-of-sample 80:20 train:test splits across 
the viscosity dataset. ML algorithms were rank-ordered 
based on their model scores as described in Eq. 1. From 
Fig.  2B, we observe that tree-based ML models, such 
as LGBM, XGB, and GBR, were the top performers in 
predicting log viscosities, followed by other non-linear 
approaches such as SVR and MLP. Linear models like 
LASSO and PLS perform the worst, suggesting that a 
non-linear relationship between the 2D descriptors and 
log viscosities may be necessary for an accurate model. 
For all models, 5-CV and test set RMSEs are very similar, 
which shows that the models’ ability to generalize across 
the training set is correlative to its ability to generalize to 
unseen examples.

Since LGBM had the highest model score, we further 
investigated its accuracy in the 5-CV of the training set 
and in test set predictions. Figure  2C shows the parity 
plot between predicted versus actual log viscosities when 
performing 5-CV across the training set when using the 
LGBM algorithm; only predictions on the left-out vali-
dation set are shown for each of the five cross validation 
folds. The 5-CV parity plot shows that the majority of the 
points lie along the diagonal y = x line, suggesting that 
the LGBM model generalizes well across the training 
set with a 5-CV R2 of 0.88 and RMSE of 0.16. Figure 2D 
shows a parity plot of predicted versus actual log viscosi-
ties for the training set and testing set when performing 
an 80:20 train:test split and using the LGBM algorithm. 
The LGBM model learned the training set well with a 
train R2 of 0.99 and RMSE of 0.04 and predicted the 
left-out test set with lower accuracy (i.e. test R2 of 0.91 
and RMSE of 0.13). The parity plots in Fig.  2C and D 
show minimal outliers in the LGBM model predictions, 
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which suggests the model is accurately capturing trends 
between structure, temperature, and viscosities.

Performance of GNN QSPR models
We next evaluated whether GNNs might outperform the 
descriptor-based approaches in predicting temperature-
dependent viscosities. Figure 3A shows the general work-
flow of using GNNs to predict viscosities using methyl 
acetate as an example (see Methods section for details). 
Figure 3B shows the 5-CV and test set R2 for the top five 
GNN models ranked based on model score and the top 
descriptor-based LGBM model as a comparison. While 
the EdgePool model had the highest model score, the 
overall 5-CV and test set R2 is comparable between the 
different GNN approaches, which suggests that varying 
GNN architectures did not yield higher accuracy in vis-
cosity predictions. The GNN models have slightly lower 
5-CV and test set R2 as compared to the descriptor-based 
LGBM model (performance is drawn as a vertical dashed 
line), which suggests that descriptor-based approaches 

may slightly outperform graph-based approaches for this 
viscosity dataset. Figure 3C shows the parity plot between 
predicted versus actual log viscosities when performing 
5-CV across the training set when using the EdgePool 
model. EdgePool achieves a 5-CV R2 of 0.84 and RMSE 
of 0.18, which is slightly poorer compared to LGBM (see 
Fig. 2C). Figure 3D shows a parity plot between predicted 
versus actual log viscosities for an 80:20 train:test split 
using the EdgePool algorithm. In comparison to LGBM 
(Fig. 2D), EdgePool achieves a slightly poorer test set R2 
of 0.89 and RMSE of 0.15. Overall, these results show 
that GNNs could be used to predict viscosities; however, 
descriptor-based approaches perform slightly better for 
this dataset.

Impact of molecular simulation derived descriptors 
on QSPR models for viscosity
We next investigated whether the inclusion of physics-
based descriptors computed from molecular dynamics 
simulations could help improve the QSPR accuracy of 

Fig. 4 Impact of MD descriptors in QSPR models for viscosity predictions. A Simulation snapshot of methyl acetate at T = 298 K, which was used 
to compute eight MD descriptors. B Test set root-mean-square error (RMSE) for descriptor-based LGBM model and GNN-based EdgePool model 
when including two-dimensional descriptors (2D), molecular dynamics (MD) descriptors, or combinations of 2D and MD (2D and MD) into the QSPR 
models. The average RMSE is reported across five random, out-of-sample train-test splits and the RMSE uncertainty is estimated by computing 
the standard deviation across the splits. C Log-scale learning curve showing test set RMSE versus train set size when using 20% of the dataset as test 
set and re-training the models with increasing training set sizes. These curves are plotted for LGBM and EdgePool models with and without MD 
descriptors. Twenty train-test splits were implemented to obtain accurate measurements of test RMSE, where the mean test set RMSE is reported 
and the uncertainty is estimated by the standard deviation of the test set RMSEs
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temperature-dependent viscosities. We hypothesized 
that since viscosity is dictated by intermolecular interac-
tions during fluid flow, MD-derived features that capture 
these interactions may improve QSPR models for viscos-
ity. As an example, Fig.  4A shows a production simula-
tion snapshot of methyl acetate at T = 298 K, which was 
used to generate eight MD descriptors for QSPR model 
development (see the Methods section for details). We 
evaluated the inclusion of MD descriptors for both 
descriptor-based and GNN-based QSPR models, spe-
cifically the LGBM algorithm for the descriptor-based 
model and the EdgePool algorithm for the graph-based 
model since these models obtained the highest model 
score (see Fig.  3B). For LGBM models, inclusion of 2D 
and MD descriptors would result in 1350 descriptors 
that consist of 1341 2D descriptors, one inverse tempera-
ture descriptor, and eight MD descriptors. For EdgePool 
models, inclusion of MD descriptors would result in a 
total of nine external features consisting of one inverse 
temperature descriptor and eight MD descriptors. All 
descriptors are preprocessed by correlated and constant 
feature removal as described in the Methods section. 
Fig. 4B compares the test set RMSE of LGBM and Edge-
Pool when using either 2D descriptors alone, 2D and MD 
descriptors together, and MD descriptors alone to pre-
dict the log viscosities. We observe that LGBM with 2D 
and MD descriptors has a slightly lower test set RMSE 
as compared to LGBM trained with 2D and MD descrip-
tors separately. Similarly, inclusion of MD descriptors for 
EdgePool slightly decreases test set RMSE as compared 
to EdgePool alone.

While MD descriptors did not significantly improve 
test set RMSEs when performing an 80:20 train:test split 
across the viscosity dataset, we hypothesized that MD 
descriptors may be more useful in the low-data region 
where highly informative descriptors are expected to 
improve prediction accuracy for viscosity. Figure  4C 
shows the learning curve for LGBM and EdgePool mod-
els with the inclusion of 2D descriptors alone, 2D and 
MD descriptors, and MD descriptors alone. The learning 
curve measures the effectiveness of these models and var-
ying featurization schemes to predict an unseen test set 
consisting of 20% of the viscosity dataset when increasing 
the number of training examples inputted to the models. 
For LGBM models, we observe that using the combina-
tion of 2D and MD descriptors or MD descriptors alone 
outperform using 2D descriptors alone at the small train-
ing sizes ( ∼100 data points) in predicting the test set 
RMSE. We observe a similar pattern when training Edge-
Pool with and without MD descriptors, where inclusion 
of MD descriptors lowers test set RMSE between ∼100 to 
∼1000 training sizes. As the training size increases above 
∼1000 examples, the prediction accuracy gained from 

including MD descriptors becomes statistically insig-
nificant when comparing against models without MD 
descriptors. We further quantified the percent change in 
test RMSE with and without MD descriptors in the Addi-
tional file 1: Fig. S8. We found that both LGBM and Edge-
Pool models achieve at least 15% reduction in test RMSE 
at 500 training examples and plateauing at 10% reduc-
tion in test RMSE at 3,500 examples. These results sug-
gest that MD descriptors are particularly advantageous 
for viscosity predictions at the low-data regions, but the 
usefulness of MD descriptors are diminished at the high-
data regions since the ML models may better correlate 
non-linear trends between lower dimensional features 
(e.g. 2D descriptors) and viscosities.

Figure 4C highlights the surprisingly good performance 
of LGBM models when using only eight MD descrip-
tors, which outperformed the same model when using 
more than hundreds of 2D descriptors at the small data 
scale. The improved model performance suggests that 
MD descriptors are informative to viscosity predictions, 
which is further supported by feature importance analy-
sis in the next section. Furthermore, while MD simula-
tions struggle to directly measure high viscosities that are 
greater than five cP, MD excels in accurately predicting 
certain properties, such as system density, heat of vapori-
zation, and solubility parameters, which shows a high 
degree of correlation with experimental data [48, 49, 57]. 
Thus, we can reliably use these MD descriptors in our 
ML models even for molecules with high viscosities.

Model interpretability for descriptors‑based QSPR models
One advantage of descriptor-based QSPR models is the 
ability to interpret which features are most relevant to 
predicting viscosity, which remains an active area of 
research for graph-based QSPR models that are gener-
ally more challenging to interpret [58–61]. Given that 
LGBM models with permutations of 2D and MD descrip-
tors performed similarly in predicting viscosities (see 
Fig.  4B), we sought to analyze the underlying connec-
tions between the descriptors and viscosities to see if 
there are any similarities when varying the featurization 
spaces. We use the SHAP approach to quantify feature 
importance by measuring the impact of each descrip-
tor to viscosity predictions by including or excluding 
the descriptor across a set of instances (see Methods for 
details). The SHAP method is advantageous because it is 
a model-agnostic approach that is capable of quantifying 
feature importance even for “black box” models, such as 
deep neural networks [62]. Figure  5 shows the top five 
features measured by the average magnitude of Shapley 
values when using the LGBM model with 2D descriptors 
only, 2D and MD descriptors, and MD descriptors only.
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When using 2D descriptors only (see Fig. 5A), “MOE-
like” charge van der Waal’s surface area descriptors 
(RD_PEOE_VSA1), inverse temperature (Inv. Temp.), 
graph-like descriptors (Ipc) [63], molecular weight (RD_
MolWt), and EState VSA Descriptor 3 (RD_VSA_Estate3) 
are the top descriptors that contribute to predictions of 
viscosity. We expect experimental temperature to be an 
important parameter for temperature-dependent viscos-
ity predictions, hence it is no surprise that Inv. Temp. is 
one of the top descriptors. The other descriptors suggest 
that molecular size and charge distribution contributes to 
viscosity, which is consistent with our understanding that 
larger molecules result in more intermolecular attrac-
tions that lead to higher viscosities and charges influence 
attractiveness between molecules.

When combining 2D and MD descriptors (see Fig. 5B), 
the top descriptors when using 2D descriptors alone are 
replaced with two MD descriptors: heat of vaporiza-
tion (MD_HV) and free volume (MD_FV). MD_HV is 
computed from nonbonded interactions and is the top 
descriptor that contributes to viscosity, which agrees 
with our hypothesis that intermolecular interactions cap-
tured from MD simulations may be more informative for 
a QSPR model as compared to 2D descriptors. Interest-
ingly, experimental heat of vaporization has been previ-
ously used as a parameter to correlate with viscosity [64], 
which is in agreement with the top MD_HV descriptor 
identified by the LGBM model. MD_FV captures the 
voids between molecules in solution, which has been 
observed in the literature to be related to viscosity [9, 
65]. MD_FV is also negatively correlated to viscosity (see 
Fig. S2 in the Additional file 1), which means that smaller 
voids in solution results in favorable interactions between 
molecules and, hence, higher internal friction and viscos-
ity. The results in Fig. 5B highlights that MD descriptors 
are important for viscosity despite being in the presence 
of more than hundreds of 2D descriptors.

When using MD descriptors only (Fig.  5C), MD_HV 
remains to be the top descriptor relevant to viscosity pre-
dictions consistent when using both 2D and MD descrip-
tors. Information about molecular size, such as radius 
of gyration (MD_Rg) and density (MD_density), are the 
next top descriptors when using MD descriptors, which 
is similar with the top descriptors observed when using 
2D descriptors only. Interestingly, experimental inverse 
temperature is the least important of the top five features 
when using MD descriptors only, which may be because 
MD descriptors capture temperature effects during the 
simulation or use temperature as part of the calculations. 
Altogether, Fig.  5 suggests that descriptors from MD 
simulations that capture nonbonded interactions, such as 
the heat of vaporization, are useful to accurately predict 
viscosities.

Fig. 5 Feature importance of descriptor-based LGBM models. 
Top 5 important features measured as the average magnitude 
of SHapley Additive exPLanations (SHAP) values (i.e. Mean |SHAP|) 
for LGBM models trained with A 2D descriptors only, B 2D and MD 
descriptors, and C MD descriptors only. Positive Mean |SHAP| 
indicates that the descriptor positively contributes to viscosity, 
whereas negative Mean |SHAP| indicates the converse. Descriptors 
with prefixes of “RD” and “MD” refer to RDKit and MD descriptors, 
respectively. The average Mean |SHAP| of twenty LGBM estimators 
is reported and the uncertainty is estimated by the computing 
standard deviation of the Mean |SHAP| values. The number of features 
correlated to the top features based on a Pearson’s r correlation 
coefficient cutoff greater or equal to 0.90 are shown in brackets 
and summarized here (parenthesis is Pearson’s r correlation to the top 
feature): aRD_HeavyAtomMolWt (0.99), RD_ExactMolWt (1.00), RD_
Chi0v (0.93), RD_LabuteASA (0.93); bMD_SP (0.93); cMD_RMSD (0.95)



Page 11 of 14Chew et al. Journal of Cheminformatics           (2024) 16:31  

Temperature‑dependent viscosity predictions 
for battery‑relevant solvents
We next evaluated whether the QSPR models can cap-
ture the temperature dependence of log viscosities. 
We focused on six pure solvents previously studied by 
Logan and coworkers, which were used to potentially 
improve lithium ion battery electrolytes: methyl acetate 
(MA), ethyl acetate (EA), methyl butyrate (MB), methyl 
propionate (MP), dimethyl carbonate (DMC), and ethyl 
methyl carbonate (EMC) [5]. These pure solvents could 
be added as co-solvents for lithium ion batteries to lower 
viscosities and increase electric conductivity; hence, 
these solvents can improve how fast a battery can charge 
or discharge. The authors report experimental tempera-
ture-dependent viscosities for these six solvents, which 
were not used in the original data curation of viscosities 
in this work. However, some of these solvents have been 
observed in other databases (e.g. PubChem [20]), so there 
is some overlap between the viscosities from Ref. [5] and 

the viscosity dataset used in this work. We investigate 
whether the QSPR models in this work could predict the 
experimental viscosity trends measured from Ref. [5].

To eliminate the effect of data splitting, we re-trained 
the QSPR models using the entire viscosity dataset in 
this work. Figure 6 shows the log viscosities versus tem-
perature predictions for the six solvents using descriptor-
based LGBM and GNN-based EdgePool models with 
varying featurization inputs (2D descriptors only, 2D 
and MD descriptors, and MD descriptors only). MA, EA, 
MB, and MP are structures within the viscosity dataset 
(i.e. training set) and encompass the same range of tem-
peratures as experimentally measured in Ref. [5]. Hence, 
across all QSPR models and featurization schemes, 
the experimental points shown as orange triangles are 
well-captured for MA, EA, MB, and MP (see Fig.  6A–
D). These results show that the QSPR models capture 
experimental trends from Ref. [5] for structures and 
temperatures already seen in the training set, suggesting 

Fig. 6 QSPR performance on six battery-relevant solvents. Predictions of descriptor-based LGBM model and GNN-based EdgePool model 
when using two-dimensional descriptors (2D), molecular dynamics (MD) descriptors, or combinations of 2D and MD (2D and MD) in the QSPR 
models for six battery electrolytes: A methyl acetate (MA); B ethyl acetate (EA); C methyl butyrate (MB); D methyl propionate (MP); E dimethyl 
carbonate (DMC); and F ethyl methyl carbonate (EMC). Orange triangles represent experimental viscosities extracted from Ref [5]. MA, EA, MB, 
and MP are in the training set and contain the temperature ranges that encompass those found in Ref [5]. DMC is partially in the training set such 
that only two temperatures are provided to the models at T = 293.15 and 298.15 K. EMC is not within the training set at all. Molecular structures are 
drawn in the upper right of each plot
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consistency between the viscosity values from Ref. [5] 
and the viscosity dataset in this work.

For DMC (see Fig.  6E), the solvent is partially within 
the training set such that only two temperatures at T 
= 293.15 K and 298.15 K have been seen by the model. 
Hence, the QSPR models would be extrapolating across a 
wider range of temperatures between 280 K to 323 K that 
were experimentally varied in Ref. [5]. We observe that 
EdgePool with (cyan line) and without MD descriptors 
(green line), as well as LGBM with 2D and MD descrip-
tors (blue line), can accurately capture the experimental 
viscosities. Interestingly, predictions from LGBM models 
with 2D descriptors or MD descriptors alone have the 
largest deviation from the experimental viscosities, which 
suggests that combining 2D and MD descriptors helped 
improve generalizations across temperature. For EMC 
(see Fig.  6F), the solvent is not within the training set; 
hence, QSPR models would be predicting on a new mole-
cule. We observe similar trends as in Fig. 6E, where Edge-
Pool with and without MD descriptors accurately capture 
experimental viscosity trends. LGBM with 2D and MD 
descriptors outperform models trained with 2D or MD 
descriptors alone in capturing experimental trends.

Altogether, the predictions on the six battery-relevant 
solvents show that these QSPR models can: (1) capture 
the inverse relationship between log viscosity and tem-
perature, (2) predict temperature-dependent viscosities 
of new structures, and (3) improve in generalizability by 
inclusion of MD descriptors for descriptor-based LGBM 
models. Given that the EdgePool model without the 
inclusion of MD descriptors performed well on battery 
solvents shown in Figure 6, we use this model to predict 
log viscosities for other solvents related to battery elec-
trolyte design for lithium metal anodes from Ref. [66]. 
Viscosity predictions for 50 solvents at temperature 
ranges between 270 and 330 K are available in the Addi-
tional file 1: Section S4.3. Future work will focus on using 
these models to screen new compounds to identify mate-
rials with promising viscosities.

Conclusion
In this work, we developed quantitative structure–
property relationships (QSPR) to predict temperature-
dependent viscosities of small organic molecules using 
a curated dataset of over 4000 experimental viscosities. 
Both descriptor-based and graph-based models were 
benchmarked to identify the best machine learning 
algorithms that could accurately predict experimen-
tal viscosities, which were the light gradient-boosting 
machine (LGBM) algorithm and EdgePool algorithms 
for descriptor-based and graph-based approaches, 
respectively. Including molecular dynamics (MD) 
descriptors slightly improved QSPR models compared 

to using two-dimensional descriptors alone, suggesting 
that using features that capture intermolecular interac-
tions can help improve predictions of viscosities. The 
improvement in prediction accuracy upon inclusion 
of MD descriptors is most pronounced when training 
viscosity models using small datasets of less than 1000 
examples. Analyzing the top features related to viscos-
ity for the LGBM model reveal that MD descriptors 
become most important to predicting viscosity, specifi-
cally the heat of vaporization that captures nonbonded 
interactions between molecules. Finally, the QSPR 
models can accurately capture the inverse relationship 
between temperature and viscosity for six battery-rele-
vant solvents.

These results demonstrate that regardless of descrip-
tor-based or graph-based models, the inclusion of MD 
descriptors that capture intermolecular interactions is 
useful for prediction of viscosities, especially at small 
data sizes. The usefulness of MD descriptors may be 
even more relevant for mixture systems, where MD 
descriptors could more broadly generalize since they 
are not single-molecule-dependent as compared to 
two-dimensional structural descriptors. However, one 
of the drawbacks of using MD descriptors is the com-
putational cost to generate them. The improvement in 
accuracy from using MD at the small data scale, gener-
alizability of MD descriptors to heterogeneous systems, 
and generating automated computational workflows 
may help outweigh the cost of computing these 
descriptors. Future work will investigate the utility of 
MD descriptors in predicting viscosities for mixture 
systems, such as binary mixtures explored in a recent 
work [15] (Additional file 3).

Scientific contribution

• Curated a viscosity dataset of more than 4000 exam-
ples consisting of small organic molecules and 
trained quantitative structure property relationships 
(QSPR) models to accurately predict viscosity as a 
function of temperature.

• Encoding molecular dynamics (MD) simulation-
derived descriptors that capture intermolecular 
interactions improve viscosity prediction, especially 
in small data scenarios.

• Feature importance analysis reveal that MD-derived 
heat of vaporization is found to be the most useful 
descriptor relevant to viscosity even in the presence 
of hundreds of two-dimensional descriptors.
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Additional file 2. Viscosity dataset used for generating ML models.

Additional file 3. Viscosity predictions for 50 battery-relevant solvents at 
temperature ranges between 270 K - 330 K.
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